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Figure	1.	As	Equinix	strictly	forbids	all	photography,	I	have	to	make	do	in	this	essay	with	

those	images	it	sanctions.	Google	Street	View	presents	a	compromise,	in	that	it	is	“permitted”	
(in	the	sense	that	Google	never	needs	to	ask	permission)	yet	also	an	opportunity	to	see	DC11	

outside	of	Equinix’s	own	marketing	materials.	
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Standing	in	the	dim	light,	LEDs	flickering	before	me,	the	occasional	clanking	
duct	punctuating	the	dull	roar	of	whirring	fans,	I	thought	it	would	be	colder.1	
I	didn’t	know	what	to	expect	from	my	visit	to	DC11,	a	“peering	point”	in	
Ashburn,	Virginia	owned	by	the	multinational	data	center	company	Equinix.	
Its	servers,	which	route	cloud	computing’s	traffic	and	form	its	very	
substance,	need	the	cold	to	counter	the	massive	amounts	of	heat	they	
generate.	Here	in	DC11’s	windowless	bowels,	it’s	an	ominously	neutral	sort	
of	temperature.	While	the	main	floor	more	or	less	resembles	stock	
photographs	of	data	centers—all	rows	of	black	boxes	locked	behind	chain	
link—the	rest	of	DC11	could	pass	for	any	anonymous	office	building	in	the	
Washington,	DC	metro	area	(see	Figure	1).	Our	tour	guide,	an	affable	man	I’ll	
call	“Mike,”	tells	us	that	it’s	a	testament	to	the	efficiency	of	DC11’s	air-
conditioning	systems.	If	we	were	to	go	into	the	aisles	themselves—where,	
Mike	reminds	us,	we	were	emphatically	not	allowed—we	would	feel	the	
intensity	of	alternating	rows	of	hot	and	cold	air,	the	former	pulled	up	into	
ventilation	shafts	and	the	latter	piped	down	to	the	servers.	Mike	leads	us	to	a	
clearing	at	the	end	of	an	aisle	where	we	can	stand	beneath	an	open	duct.	
Frigid	air	blasts	down.	
	
I	ask	Mike	what	would	happen	to	DC11	if	its	air-conditioning	systems	shut	
down.	He	said	that	would	never	happen	because	DC11	has	a	generator	and	
the	raw	materials	for	twenty-five	minutes	of	uptime,	plus	a	priority	link	to	
the	county’s	electrical	grid.	“But	if	catastrophe	did	strike,”	he	says,	“it’d	be	
about	twenty	minutes	to	total	heat	death.”	Air-conditioning	keeps	the	
internet	alive.	
	
This	essay	is	about	the	total	heat	death	that	awaits	all	data	and	the	
infrastructural	technologies	data	centers	employ	to	delay	it,	although	they	
can	never	eliminate	it	entirely.	It	is	also	about	how	the	data	center	industry,	
locked	in	the	anxious	present	of	climate	catastrophe,	responds	to	the	
inevitability	of	data’s	death	with	an	unprecedented	desire	for	security.	
Equinix	and	its	DC11	data	center	form	case	studies	through	which	I	argue	
that	those	technologies	we	call	“air-conditioning”	and	those	we	call	“the	
internet”	are,	in	fact,	one	and	the	same.	Their	interdependence	bears	
consequences	for	how	media	studies	scholars	approach	cloud	computing’s	
environmental	and	cultural	impacts.	From	an	environmental	perspective,	as	
scholars	such	as	Mél	Hogan2	and	Nicole	Starosielski3	have	noted,	the	internet	
cannot	function	without	enormous	expenditures	of	energy	for	cooling	and	
humidity	control.	As	such,	DC11’s	life	cycles	rely	not	just	on	the	management	
of	data	but	also	that	of	air,	which	builds	and	disperses	heat.	From	a	cultural	
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perspective,	Equinix	uses	air	as	a	medium	of	securitization:	the	techniques	
with	which	it	keeps	its	servers	cool	map	fluidly	onto	those	with	which	it	
keeps	them	secure.	Its	data	centers	become	modern	climate	bunkers,	as	
impervious	to	rising	atmospheric	carbon	as	enterprising	hackers.	I	conclude	
by	suggesting	that	this	confluence	of	air-conditioning	and	the	internet,	which	
I	term	“atmospheric	media,”	illuminates	how	inhuman	(and	inhumane)	the	
internet’s	life	cycles	have	become	in	our	climatological	moment.	
	

Figure	2.	An	aerial	satellite	view	of	Ashburn,	Virginia.	
	
Where	better	to	build	a	bunker	than	Ashburn?	Here,	thirty	miles	from	DC,	the	
United	States’	urban	capital	frays	into	rural	fragments.	Tung-Hui	Hu	writes	
that	data	centers’	“insatiable	demand	for	water	and	power	explains	why	
[many]	are	built”	at	a	remove	from	urban	centers.4	Much	of	that	energy	
drives	cooling,5	the	requirements	for	which	are	so	substantial	that	Equinix	
and	its	peers	are	now	even	exploring	ways	to	suborn	the	climate	as	a	passive	
HVAC	system,	placing	data	centers	in	the	Arctic	or	at	the	bottom	of	the	
ocean.6	Geographically,	Ashburn	has	no	such	climatological	affordances.	If	
anything,	it	militates	against	the	cool,	as	average	temperatures	in	the	DC	
region	have	increased	substantially	over	the	past	fifty	years.7	But	Ashburn	
has	long	been	central	to	the	internet’s	infrastructure,	a	jewel	in	what	Paul	
Ceruzzi	terms	the	“Internet	Alley,”	the	geographical	locations	from	which	
“the	internet	is	managed	and	governed.”8	Of	the	fifteen	data	centers	Equinix	
runs	in	the	DC	region,	ten	are	in	Ashburn.9	What	the	town	lacks	in	population	
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(43,411—on	par	with	the	enrollment	at	my	university),	it	more	than	makes	
up	for	in	data	centers.	Ashburn	has	more	data	centers	concentrated	in	it	than	
anywhere	else	on	Earth:	13.5	million	square	feet,	with	another	4.5	million	in	
development	as	of	2019.10	At	some	point,	about	three-quarters	of	the	world’s	
internet	traffic	passes	through	this	relatively	small	town.	The	price	of	such	
interconnectivity	in	such	a	hot	place	is	that	DC11	must	make	do	with	the	
finest	in	air-conditioning	technologies	in	order	to	stay	up	and	running.	
	
A	data	center	must	cultivate	formal	distinctions	between	hot	and	cold,	which	
in	turn	underpin	and	direct	every	aspect	of	its	operations,	from	its	
architectural	design	to	how	information	routes	through	its	servers.	This	
project	recalls	similar	undertakings	in	media	studies,	the	resonances	of	
which	I	want	to	tease	out	in	the	service	of	developing	a	media	theoretical	
approach	to	air-conditioning.	As	Starosielski	observes,	temperature	has	long	
been	a	concern	in	the	field,	from	Claude	Shannon’s	appropriation	of	the	
thermodynamic	concept	of	entropy	for	his	1949	“The	Mathematical	Theory	
of	Communication”	to	the	thermal	imagery	of	drone	warfare.11	German	
philosopher	Peter	Sloterdijk	explicitly	deploys	the	phrase	“air-conditioning”	
to	articulate	the	twentieth	century’s	project	of	placing	the	air	under	human	
control,	which	begins	in	his	analysis	with	World	War	One’s	gas	warfare.12	Our	
contemporary	moment,	marked	by	pandemic-driven	temperature	checks	and	
annual	“once-in-a-century”	disasters,	has	only	made	these	entanglements	
between	media	and	temperature	more	explicit.	
	
Perhaps	no	media	scholar	is	more	associated	with	the	concepts	of	“hot”	and	
“cool”	media	than	Marshall	McLuhan.13	For	McLuhan,	hot	and	cool	have	less	
to	do	with	literal	temperature	and	more	with	what	he	terms	a	medium’s	
“definition”	and	“participation.”	A	hot	medium	such	as	radio	is	“high	
definition,”	filled	in	with	information,	yet	does	not	allow	the	user	to	
participate	beyond	tuning	the	dial.	Conversely,	a	cool	medium	like	a	cartoon	
is	“low	definition,”	sketched	in	suggestions,	and	requires	the	reader	to	fill	in	
the	medium’s	gaps.	Cloud	computing,	such	as	that	practiced	in	DC11,	
complicates	this	heuristic	because	it	is	simultaneously	awash	in	information	
yet	demands	constant	participation	from	its	users	to	contribute	more.	Yet	
McLuhan	takes	care	to	note	that	a	medium’s	“temperature”	is	never	absolute,	
but	rather	shifts	“in	constant	interplay	with	other	media.”14	Here,	I’m	wary	of	
how	I’m	pushing	McLuhan’s	admittedly	vague	definitions	of	hot	and	cool	past	
the	metaphorical	and	toward	the	thermodynamic.	But	as	Dylan	Mulvin	and	
Jonathan	Sterne	suggest,	this	might	be	a	latent	tendency	in	McLuhan’s	own	
theory	given	how	his	“blend	of	systems	theory	and	temperature	metaphors	
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makes	sense:	a	climate	is	a	calibrated	system,	and	‘equilibrium’	in	that	
system	is	all	too	fragile.”15	Indicative	of	McLuhan’s	investment	in	cybernetics,	
this	homeostatic	equilibrium	influences	how	contemporary	scholars	such	as	
Starosielski	approach	temperature	as	a	medium	of	standardization.	Without	
the	precise	calibration	of	thermal	energy,	media	can	all	too	easily	(and	quite	
literally)	melt	down.	
	
Managing	the	life	cycle	of	a	data	center	is	one	of	navigating	constantly	
shifting	temperature	differentials.	While	there’s	no	single	strategy	for	
ensuring	thermal	equilibrium,	companies	have	defined	best	practices	over	
the	past	few	decades	as	centers	have	become	more	common	and	in	demand	
worldwide.	Despite	the	popular	conception	of	data	centers	as	icy	meat	
lockers,	many	such	as	DC11	run	closer	to	room	temperature	than	one	might	
expect,	a	testament	to	how	sophisticated	targeted	practices	of	air-
conditioning	have	become.16	Just	as	smaller	personal	computers	use	fans	to	
cool	their	processors,	so	too	do	data	centers	rely	primarily	on	forced-air	
cooling.	The	cooling	capacity	of	a	typical	computer	room	air	conditioner,	or	
CRAC,	exceeds	a	home	unit	by	several	orders	of	magnitude.17	These	units	
entail	high	energy	costs,	even	up	to	60%	of	the	data	center’s	total	energy	load	
in	certain	conditions.18	However,	DC11	can	make	back	efficiency	through	its	
architecture,	a	design	strategy	few	domestic	and	commercial	spaces	can	
afford.	
	

Figure	3.	A	diagram	of	cold	aisle	containment.	
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One	such	strategy	that	DC11	in	particular	deploys	to	balance	cooling	and	
efficiency	is	called	“cold	aisle	containment.”19	In	cold	aisle	containment,	data	
centers	position	their	server	racks	in	long	aisles,	with	the	fans	on	the	backs	of	
the	rack	facing	each	other	to	produce	alternating	aisles	of	hot	and	cold	air.	
The	data	center	then	blocks	off	the	“cold	aisle”	with	purpose-built	doors	or	
hanging	sheets,	allowing	warmer	air	to	proliferate	throughout	the	data	
center.	Cold	aisle	containment	is	an	unusual	choice	for	DC11.	While	typically	
cheaper	to	implement	than	other	containment	strategies,	it	can	also	lead	to	
higher	energy	costs.	The	trick	is	in	DC11’s	coupling	of	cold	aisle	containment	
with	open-air	ventilation.	By	releasing	hot	air,	DC11	limits	its	cooling	to	only	
the	amount	it	judges	it	needs.	Cold	aisle	containment	is	thus	why	I	didn’t	feel	
the	cold	when	I	first	entered	DC11.	The	data	center	keeps	its	cool	air	under	
lock	and	key,	circulating	it	only	where	it	must.20	
	
In	theorizing	DC11’s	air-conditioning,	I	am	drawn	to	one	of	McLuhan’s	lesser	
cited	concepts	in	his	1964	Understanding	Media:	The	Extensions	of	Man,	that	
of	the	“break	boundary.”	A	break	boundary,	McLuhan	suggests,	is	a	point	at	
which	a	medium	moves	so	far	along	its	hot/cool	axis	that	it	“overheats”	(his	
thermodynamics	are	messy	here)	and	course-corrects	in	the	opposite	
direction.21	Break	boundaries	are	both	material	and	cultural,	as	McLuhan	
notes	when	he	describes	the	industrial	developments	of	the	late	nineteenth	
century	as	“[heating]	up	the	mechanical	and	dissociative	procedures	of	
technical	fragmentation.”22	DC11’s	architectural	obsession	with	temperature	
betrays	literal	and	figurative	break	boundaries.	In	the	literal	sense,	DC11	
must	mitigate	against	the	overheating	that	would	disrupt	its	systems’	
operations.	But	in	the	figurative	sense,	its	architecture	betrays	how	the	tech	
industry	is	negotiating	against	an	oncoming	climatic	break	boundary,	as	the	
drive	toward	cloud	computing	multiplies	the	demand	for	data	centers	
worldwide.	Cold	aisle	containment	might	mitigate	against	a	break	in	the	near	
future,	but	on	a	global	scale,	containment	always	leaks.	As	Finn	Brunton	
observes,	“the	Earth’s	thermal	system	.	.	.	is	the	terminal	heat	sink,”	a	
technical	term	for	the	part	of	a	computer	that	safely	collects	thermal	energy	
away	from	vulnerable	components.23	The	life	cycle	of	a	data	center	is	one	of	
constant	negative	feedback,	as	the	targeted	application	of	cool	air	delays	but	
can	never	resolve	servers’	own	tendencies	to	overheat.	
	
DC11’s	atmospheric	control	extends	beyond	its	servers.	The	entire	building	is	
a	masterclass	in	securitization	and	control.24	When	I	first	arrived,	I	met	with	
my	tour	group	in	a	lobby,	where	we	exited	into	a	small	courtyard.	I	counted	
three	visible	security	cameras.	We	reentered	the	building	through	a	separate	
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entrance	equipped	with	the	first	of	many	biometric	scanners.	As	Mike	held	
his	hand	to	the	scanner,	he	told	us	that	they	checked	ninety	points	on	the	
hand	plus	body	temperature.	Through	that	door,	we	reached	another	lobby.	
Guards	checked	our	IDs	against	a	pre-approved	list.	We	received	badges	that	
we	were	instructed	to	keep	visible	at	all	times,	and	passed	through	another	
biometric	door	into	an	antechamber,	just	large	enough	for	the	fifteen	of	us.	
Mike	told	us	that	this	room	was	called	a	“man-trap,”	designed	such	that	one	
couldn’t	open	the	door	unless	both	the	entrance	and	exit	were	shut—a	
precaution	against	intruders	and	fire.	Another	biometric	scanner	and	we	
were	inside	the	data	center	proper,	although	not	yet	on	the	floor	with	the	
servers.	Those	were	through	another	scanner.	That	didn’t	mean	we	could	go	
into	the	aisles	themselves,	which	Equinix	kept	behind	locked	chain-link	
fencing,	past	which	only	the	clients	had	access.	Mike	told	us	that	there	were	
further	levels	of	security	for	those	willing	to	pay,	from	infrared	trip	wires	to	
armed	guards.	Despite	its	role	as	a	waystation	on	the	information	
superhighway,	DC11	is	impregnable,	a	bunker	through	which	only	data	and	
air	may	flow.25	
	
This	physical	security	apparatus	is	primarily	aimed	at	deterring	rogue	
individuals:	lone	hackers	who	might	enter	and	compromise	the	servers.	
However,	Equinix	has	grown	more	sensitive	in	recent	years	to	security	
threats	posed	by	nonhuman	forces.	Climate	change	poses	threats	to	data	
center	integrity,	from	sea	level	rise	drowning	coastal	infrastructure	to	
natural	disasters	such	as	hurricanes	damaging	networking	equipment.26	In	
their	2019	10-K	(a	formal	report	that	US	companies	must	file	annually	with	
the	Securities	and	Exchange	Commission),	Equinix	explicitly	notes	that	
climate	change	poses	an	existential	threat	to	its	operations.	It	writes	that	“the	
frequency	and	intensity	of	severe	weather	events	are	reportedly	increasing	
locally	and	regionally	as	part	of	broader	climate	changes	.	.	.	[posing]	long-
term	risks	of	physical	impacts	to	our	business.”27	It	notes	that	pressures	to	
address	climate	change	emerge	not	only	from	the	environment	itself	but	also	
from	clients	and	investors,	for	whom	climate	change	presents	a	significant	
point	of	anxiety.	To	manage	this	anxiety,	Equinix	assumes	a	quasi-martial	
stance.	In	a	2018	annual	report	on	“corporate	sustainability”	to	its	investors,	
Equinix	states	that	it	“prioritiz[es]	responsible	energy	usage	and	high	
standards	of	safety,	and	commit[s]	to	protecting	against	external	threats	such	
as	climate	change	and	data	security”	(italics	mine).28	Climate	change	and	data	
security	join	together	under	the	rubric	of	“external	threats”	against	which	
Equinix	must	predict,	plan,	and	protect.29	
	



Air-Conditioning the Internet 8 

For	Equinix,	air-conditioning	and	security	are	contiguous	projects	of	
sustaining	the	liveliness	of	data.	Wendy	Hui	Kyong	Chun	observes	that	our	
contemporary	media	moment	is	marked	by	data’s	habitual	renewal,	devices	
begging	for	attention	and	constant	updates,	particularly	in	moments	of	
crisis.30	While	climate	change	undoubtedly	presents	numerous	crises	as	
landmark	events—think	natural	disasters—DC11’s	emphasis	on	air-
conditioning	reveals	the	very	nature	of	computing	to	be	one	of	constant	
thermal	crisis.	Equinix	displaces	the	locus	of	this	data-driven	death	drive,	
positioning	itself	as	a	vanguard	against	imagined	external	threats.	At	first,	
DC11’s	vision	of	a	bunker-style	security	runs	counter	to	recent	tendencies	in	
security	studies	which	trend	toward	atmospheric	distribution	rather	than	
centralization,	as	noted	by	Lisa	Parks31	and	Peter	Adey.32	However,	I	would	
suggest	that	DC11	represents	the	physical	incarnation	of	the	paradox	at	the	
heart	of	cloud	computing,	namely	that	our	digital	systems	are	not	
disaggregated,	but	rather	displaced.	Our	ubiquitous	devices	are	now	little	but	
terminals	accessing	computers	elsewhere.	Proliferating	the	cloud	entails	
centralizing	the	data	center,	as	servers’	thermal	requirements	are	so	specific	
as	to	be	difficult	to	further	decentralize.	Dispersed,	immersive,	atmospheric	
security	in	one	location	requires	centralized,	locked-down	security	in	
another.	The	endless	recurring	thermal	crises,	the	break	boundaries	which	
threaten	the	cloud’s	stability,	demand	ever-more	sophisticated	techniques	of	
air-conditioning.	
	
DC11	becomes	a	site	of	acute	thermodynamics,	as	server	heat	multiplies	
server	heat.	If	anything,	the	true	threat	comes	from	within,	not	without,	as	
unchecked	servers	would	overheat	themselves	into	oblivion.	Put	bluntly:	the	
tech	industry	makes	our	planet	hot	in	the	service	of	keeping	its	computers	
cool.	This,	I	suggest,	is	what	makes	DC11	a	specifically	atmospheric	media	
object.	DC11’s	reliance	on	and	manipulation	of	air	contributes	to	the	cloud’s	
formal	tendencies	toward	displacement	and	(re)centralization.	Air	expedites	
the	transformation	of	data	centers	into	climate	bunkers.	Furthermore,	the	
air’s	perceived	insubstantiability,	compared	with	other	subjects	of	
environmental	media	study,	such	as	rare	earth	metals	or	wastewater,	makes	
its	pollution	that	much	more	challenging	to	account.	Faced	with	these	
atmospheric	operations,	media	studies	must	develop	analytical	techniques	
that	pierce	through	the	data	center’s	security	veil	to	reveal	how	the	cloud	
now	programs	the	atmosphere	against	itself. 
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